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خلاصة

تكوين صور فسيفسائية بالاعتماد على تحليل النسيج

اء ياسين طاقة
كلية التربية- قسم علوم الحاسب

يتعمد على حجم قاعدة البيانات وتدويص الصور. أن عمق الزجاجة لهذه المسايلة هو معدل التطابق بين الصورة المدخلة فسيفساء الصورة الناتجة بالإضافة إلى الوقت المستغرق. يقترح البحث ثلاثة مناهج عمل ذكاء للانتاج فسيفساء الصور بالوقت: النهج الأول هو عقدة معدات K ومساحة ماهيت، النهج الثاني هو الشبكة العصبية ذات الانتشار العكسي ومساحة ماهيت، والنهج الثالث هو تهجين المنطقة الضبائي وشبكة إلخان العصبية.

يتسم إستخراج ثلاثة مجموعات من الفياتات التي تستخدم من أجل العثور على أفضل تطابق بين صورة البلات وكل كتلة صورة تناظرها داخل الصورة الحاوية. المجموعة الأولى هي الفياتات الإحصائية التي يتم استخراجها من درج تركاري مكمل إلى 34 مستوى مزدوج. هذه الفياتات هي التباثين، المعدل، التجانف، التفرطع، والطاقة. والمجموعة الثانية هي مجموعة فرعية (خشونة، التفاوت وتوهج) من مجموعة ميزات تاميرا. في حين أن المجموعة الأخيرة من الفياتات تتضمن صفة واحدة هي النسبة المئوية للخلايا الضوئية الواقعة على الحويض داخل الصورة والتي تكتشف باستخدام مرشح كاني. إلى جانب ذلك، يتم استخدام طريقتين من تصنيف الألوان لضبط الوان صورة البلات، لتناسب
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Abstract

Photo-mosaic (mosaic-image) generation is the process of dividing an input image into equal rectangular blocks (image blocks), each of which is replaced with another image (tile image) that matches the features of a corresponding image block. When the produced photo mosaic is seen from a distance, it seemingly forms the input image.

Photo mosaic is not a new concept; however, only a few publications on this subject are available because of its commercial nature. The quality of the produced photo mosaic depends on the size of the database and the variety of images. In addition to process time, a bottleneck occurs because of the discrepancy in the match rate between the input image and the produced photo mosaic.

This research proposes three intelligence-based approaches for producing photo mosaics in less time: (1) $k$-means clustering with Manhattan distance, (2) back propagation neural network with Manhattan distance, and (3) hybrid fuzzy logic with Elman neural network.

Three groups of features are extracted and then used to find the best matching tile image for each corresponding image block within the container image. The first group comprises statistical features extracted from a 64-gray level quantized histogram. These features are variance, mean, skewness, kurtosis, and energy. The second group is a subset of Tamura features, namely, coarseness, contrast, and directionality. The last group includes a feature called edge rate, which is computed as the percentage of edge pixels within an image that can be detected using a Canny filter. In addition, two methods of color correction are used to adjust the colors of a tile image to match the colors of a corresponding image block. The first method is based on mean, whereas the second is based on histogram specification.

Finally, experimental results show that hybrid fuzzy logic with Elman neural network is the best among the three approaches used. This technique needs 10.0 seconds to produce photo mosaics, with a correlation rate of 0.82 between the container image and the produced photo mosaics.
using mean-based color correction. By contrast, this approach needs 42.33 seconds to produce photo mosaics, with a correlation rate of 0.86, using histogram specification-based color correction.
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### 1. Introduction

Art plays a very important role in computer science. This field has seen an extensive range of works created using computers as media or tools. A large number of people think that science and art are two mutually exclusive perspectives; in practice, however, scientific concepts can be used to guide artists, whereas art can be an inspiration for science. The relationship between art and science is clear, particularly in the fields of image processing [1] and computer graphics [2]. Both fields can be extended to include computer animation [3] and computer-generated imagery, which play essential roles in filmmaking [4]. Furthermore, creating tile mosaic images via computers is a recent research topic which aims to transform a raster input image into a good-quality mosaic [5].

### 2. Image Mosaics

Photo-mosaic generation is a technique that transforms an input image into a rectangular grid of thumbnail images [6]. It uses small photos in the same manner that a conventional graphic image uses pixels [7]. A photo mosaic has a visual content as a whole, and each of its building images also has a meaningful content [8]. A photo mosaic needs to be viewed from a distance to see the overall effect [7].

Battiato et al. [8] classified image mosaics into four main types: crystallization mosaic, ancient mosaic, photo mosaic, and puzzle-image mosaic. The first two types are obtained by decomposing a source image into tiles (with different colors, sizes, and rotations), and then, reconstructing the image by properly painting the tiles. As such, images under the first two classifications may be called tile mosaics. The last two types of mosaics are obtained by fitting images from a database to cover an assigned source image; thus, images under these types may be called multi-picture mosaics [9]. A different kind of mosaic, called Jigsaw Image Mosaic (JIM), is created using image tiles with arbitrary shapes to compose the final picture [10]. Another type of mosaic, called artificial mosaic, was presented by Blasi and Gallo [11]. This type of image mosaic is created based on reproducing colors of the original image and emphasizing relevant boundaries by placing tiles along edge directions.

### 3. Previous Works

In photo-mosaic creation literature, the works which are most closely related to our approach are various mosaicing algorithms that can be categorized by choice of tiles and restriction on their placement. Over the past decade, several photo-mosaic generation algorithms were developed.
In 2000, Robert Silvers [12] devised and patented a process called Photomosaic to generate image mosaics. His interest was commercial; therefore, details regarding his process were not much. Lai [13] pointed out that Kim [14] extended the idea of placing image tiles in a regular manner to placing them to fill a region of arbitrary shape. Tauheed [15] proposed an algorithm for creating comparatively accurate photo collages. The quantification of image similarity of Tauheed’s proposed algorithm was based on color, edge, and shape features. The differentiating result of this algorithm was attained by simulating different aspects of the visual perception mechanism of human beings to obtain an aesthetically satisfying output. Blasi et al. [16] presented a technique to speed up the critical phase using the antipole tree data structure. This improvement allows the use of a larger database for mosaic tinning without requiring a much longer processing time. In 2010, Mikamo et al. [17] provided alternative methods to prevent repetitions within mosaic images while staying robust enough to work with coarse image subsets. Sah et al. [18] investigated the use of color adjustment and tile size variation techniques via genetic programming to improve animated photo mosaics. This investigation was able to produce an aesthetically different animation effect and presented a better mechanism for generating photo mosaics when only a limited number of tiles are available. In 2011, Lee et al. [19] presented a photo-mosaic smartphone application in client-server-based large-scale image databases. They proposed a best-match algorithm that exploits lower bounding property of image-PAA. They used an Android ©-based application and demonstrated its feasibility. Recently, Miller and Mould [20] proposed a system for arranging images from a database into a collage that resembles a particular target image. This collage exploits large-scale visual correspondences between the target image and the images in the database. In addition, Miller and Mould also proposed a novel color correction scheme suitable for their application. However, because these authors performed matching on the image level, they found a way to approximately isolate objects in an image using base and detail layer decomposition. Even when applied to arbitrary textures, which are not necessarily photo collages, this color correction method can create fascinating double images. This research proposes three intelligence-based approaches for producing photo mosaics in less time and high match rate between the input image and the produced photo mosaic: (1) k-means clustering with Manhattan distance, (2) back propagation neural network with Manhattan distance, and (3) hybrid fuzzy logic with Elman neural network.
4. Features Types

The most common image features used are color, texture, and shape. Color can be determined directly by using a color histogram [21] which shows pixel distribution of each color within the image. Statistical features can be extracted either from a color- or gray-scale histogram [22]. These features describe color and texture of an image. Furthermore, texture properties can be estimated using the Tamura [23] model, which numerically estimates coarseness, contrast, directionality, line-likeness, regularity, and roughness. The percentage of edge pixels in an image, which are detected using a Canny filter [24], can be used as an indicator of texture type. The proposed mosaic-image generator uses statistical features extracted from the gray-scale (intensity) histogram of an image, the Tamura features, and the percentage of edge pixels in the image using a Canny filter.

4.1 Statistical Features

Statistical methods analyze the spatial distribution of gray values by computing local features at each point in the image, and then deriving a set of statistics from the distribution of local features [25]. A gray-scale histogram serves as an effective representation of the color content of an image. This histogram is easy to compute and is effective in characterizing global and local distributions of intensities (colors) in an image [26]. The histogram-based approach to texture analysis depends on intensity value concentrations on all or part of an image represented as a histogram [27]. The values of a histogram depend only on individual pixel values and not on the interaction or co-occurrence among neighboring pixel values [28]. A gray-scale histogram contains very useful information about images, such as moments, which has been extensively used to describe texture. Moments produce characterizations of textures such as fine, coarse, and so on. [29]. Moments of a gray-scale histogram of an image include mean, variance, skewness, kurtosis, and energy [29][27]. Mean and variance are calculated using Equations 1 and 2, respectively [30][31], as follows:

\[
\text{mean} = \frac{1}{m} \sum_{i=0}^{n} i \ast h(i) \quad \text{.............................................. 1}
\]

\[
\text{variance} = \frac{1}{m} \sum_{i=0}^{n} (i - \text{mean})^2 \ast h(i) \quad \text{......................... 2}
\]

Where \(i\) is a gray scale (level), \(n\) is a total number of bins (levels) in quantized gray-scale histogram and \(m\) is the image size in pixels.

Moreover, skewness, kurtosis, and energy are calculated using Equations 3, 4, and 5, respectively [30][31]:

\[
\text{skewness} = \frac{1}{m} \sum_{i=0}^{n} \left( \frac{i - \text{mean}}{\text{variance}} \right)^3 \ast h(i) \quad \text{............................ 3}
\]

\[
\text{kurtosis} = \frac{1}{m} \sum_{i=0}^{n} \left( \frac{i - \text{mean}}{\text{variance}} \right)^4 \ast h(i) \quad \text{............................ 4}
\]

\[
\text{energy} = \frac{1}{m} \sum_{i=0}^{n} h(i)^2 \quad \text{............................. 5}
\]
Generating Mosaic Images Based On Texture Analysis

\[ Skewness = \frac{1}{sd^3} \sum_{i=0}^{n} (i - mean)^3 \cdot P(i) \] 3
\[ Kurtosis = \frac{1}{sd^4} \sum_{i=0}^{n} (i - mean)^4 \cdot P(i) - 3 \] 4
\[ Energy = \sum_{i=0}^{n} [P(i)]^2 \] 5

Where \( h \) is the quantized gray-scale histogram of an image; \( n \) is the number of bins (levels) in the quantized gray-scale histogram; \( m \) is the image size in pixels; \( sd \) is the standard deviation of gray-scale images; and \( p(i) \) is the rate of each gray scale within an image.

4.2 Tamura Features

Tamura et al. [23] adopted the approach of devising texture features that correspond to human visual perception. These authors defined six textural features (coarseness, contrast, directionality, line-likeness, regularity, and roughness) and compared them with psychological measurements for human subjects. Deselaers [32] pointed out that Tamura et al. conducted experiments to test the significance of their proposed features. With respect to coarseness, contrast, and directionality, Tamura et al. [23] obtained very successful results. These three features are extremely significant in global descriptions of textures. The other three features, although related to the first three, do not contribute much to the effectiveness of texture description [33]. Coarseness, contrast, and directionality are expected to be separately useful in cases where texture differs only in one feature or in combinations of features for image classification and segmentation problems [34].

Coarseness provides information on the size of texture elements. The higher the coarseness value is, the rougher the texture [32]. Coarseness aims to identify the largest size at which texture exists, even where a smaller micro texture is found [34]. The essence of this method is to select a large size as the best option when a coarse texture is present even though a micro texture also exists, and to choose a small size when only a fine texture is present [23]. This procedure can be summarized in the following steps [23][32][34]:
1. Averages at each point over neighborhoods are computed, the linear size of which are powers of two (e.g., \( 1 \times 1, 2 \times 2, \ldots, 32 \times 32 \)). The average over the neighborhood with size \( 2^k \times 2^k \) at the point \((x,y)\) is:
\[ A_k(x,y) = \sum_{i=x-2^{k-1}}^{x+2^{k-1}-1} \sum_{j=y-2^{k-1}}^{y+2^{k-1}-1} f(i,j)/2^{2k} \] 6

where \( f(i,j) \) is the gray-scale value at pixel \((x, y)\).
2. For each point, differences between pairs of averages corresponding to pairs of non-overlapping neighborhoods on opposite sides of the point in both horizontal and vertical orientations are found.

\[ E_{k,h}(x, y) = |A_k(x + 2^{k-1}, y) - A_k(x - 2^{k-1}, y)| \] .......................... 7

\[ E_{k,v}(x, y) = |A_k(x, y + 2^{k-1}) - A_k(x, y - 2^{k-1})| \] .......................... 8

3. At each point, the best size which exhibits the highest output value is saved:

\[ S_{\text{best}}(x, y) = 2^k \] .......................... 9

where \( k \) maximizes \( E \) in either direction, that is,

\[ E_k = E_{\text{max}} = \max(E_1, E_2, \ldots, E_L) \] .......................... 10

4. Finally, a coarseness measure, \( F_{\text{crs}} \), is found by computing the average of \( S_{\text{best}} \) over the picture:

\[ F_{\text{crs}} = \frac{1}{m\times n} \sum_i^m \sum_j^n S_{\text{best}}(i, j) \] .......................... 11

In simple terms, contrast stands for picture quality. In fact, it aims to capture the dynamic range of gray levels in an image, along with the polarization of the distribution of black and white. Therefore, contrast measure is defined as:

\[ F_{\text{con}} = \sigma/(\alpha_4)^n \] .......................... 12

\[ \alpha_4 = \mu_4/\sigma^4 \] .......................... 13

where \( \mu_4 \) is the fourth moment about the mean, \( \sigma^2 \) is the variance and \( \alpha_4 \) is the kurtosis.

Tamura [23] found that a value of \( n \) equal to 1/4 will provide the closest agreement to human measurements. The directionality feature measures the total degree of directionality.

To compute for the horizontal and vertical derivatives, \( \Delta_H \) and \( \Delta_V \) are determined by convolution of the image \( f(x,y) \) with the following 3 \( \times \) 3 operators, respectively:

\[
\begin{array}{ccc}
-1 & -1 & 1 \\
0 & 0 & 0 \\
1 & 1 & 1 \\
\end{array}
\]

The \( \theta \) values for all positions \((x, y)\) are computed using Equation 14. These values are then used to find a 16-bin histogram \( H_\theta \). Directionality can be determined as the sum of second moments around each peak from valley to valley.

\[ \theta = \frac{\pi}{2} + \tan^{-1} \frac{\Delta_V(x, y)}{\Delta_H(x, y)} \] .......................... 14
5. The Proposed Photo-Mosaic Generator

The proposed photo-mosaic system consists of two main phases: creating a database for features and generating a photo mosaic. The database for features is created through two main processes: preprocessing and feature extraction. The overall working framework of the proposed photo-mosaic generator is shown in Figure (1).

![Diagram of the proposed Photo-Mosaic generator](image)

Fig. (1) The proposed Photo-Mosaic generator
5.1 Creating a Database for Features

The only appropriate manner with regard to collecting an image database for a photo-mosaic generator is to use a large number of images drawn from a wide variety of internet sources and with various subjects (such as planes, portraits, cars, nature, art, and cities). The database used in this research contains 549 tile images which are different in sizes and subjects. The formats of the collected images are Joint Photographic Expert Group (JPEG) and bitmap (BMP). The collected tile images have been classified manually depending on their subjects. Finally, features have been extracted from each tile image in the database to form a database for features which will be used in generating photo mosaics.

5.1.1 Tile Image Preprocessing

The first step in preprocessing is size normalization, in which all tile images are resized (scaling) to a fixed size (64 × 64; 32 × 32, or 16 × 16 pixels, depending on the image block size) using a bicubic interpolation algorithm [35]. The second step is converting all color tile images into gray-scale images. The last step is quantization. During this process, the histogram is divided into bins (levels) [36]. Clausi [37] pointed out that using 64 gray levels is the best for texture features extracted from a gray-scale histogram, and thus, this work focused on the 64-gray-scale uniform quantization scheme.

5.1.2 Feature Extraction of Tile Images

Three groups of features are extracted. The first group is composed of statistical features computed based on a 64-gray-scale quantized histogram. These features are variance, mean, skewness, kurtosis, and energy.

The second group of features consists of Tamura features which are composed of six texture features (coarseness, contrast, directionality, line-likeness, regularity, and roughness). Tamura et al. [23] attained very successful results when they used the first three features. Accordingly, we only used these features (coarseness, contrast, and directionality) in this research.

The last group of features includes edge rate, which is computed as the percentage of edge pixels in the image. Edge-detection methods are relatively well-known and simple to implement, thus, edge density and direction have been used as quantitative methods for measuring texture in numerous applications. The number of edge pixels in several preset regions can provide insight into the overall busyness of that region [38]. Edge pixels are detected using a Canny filter. Once all the tile images in the database have their own feature vector, then the database for features will be created.
5.2 The Photo Mosaic Generator

This section describes the main steps of the photo-mosaic generator, which replaces an original image block with their corresponding best matching tile image.

5.2.1 Input Image Preprocessing

The preprocessing of input images involves four steps. The first step is size normalization which aligns the entered image (the target image converted to photo mosaic) to a fixed dimension of 640 pixels by 640 pixels using a bicubic interpolation algorithm [35]. The second step is converting input color images to gray-scale images. The third step divides an input image into blocks (image blocks), each of which is replaced by a tile image with closely similar features (color and texture). In this study, three blocks with different sizes have been selected (64 × 64, 32 × 32, and 16 × 16 pixels). Finally, color quantization [37] throughout the gray levels (intensity levels) of an image is reduced. A gray-scale image consists of 256 levels, and thus, feature extraction computation for these 256 levels is slow. To increase the speed of computation, the histogram bins (levels) of an image are reduced to 24 levels (gray scale).

5.2.2 Input Image Feature Extraction

In the proposed photo-mosaic generator, feature extraction plays a major role. Extracted features are used to find a tile image similar to an image block. When the image block is given, features are extracted in the same manner in which a tile image is extracted (Section 5.1.2). Then, a tile image resembling an image block is found based on one of the following approaches: (1) k-means clustering [39][40] with Manhattan distance [41][42], (2) “back propagation neural network (BPNN) [43][44] with Manhattan distance and (3) a hybrid approach combining Elman neural network [45][46][47] and fuzzy logic [48][49][50].

5.2.3 K-means Clustering with Manhattan Distance Approach

Abdel-Mottaleb et al. [51] and Wagsta et al. [52] implemented k-means clustering algorithm as follows:

1. All feature vectors being clustered into the space are placed. These vectors represent initial group centroids. The number of clusters $nc$ is chosen a priori. $nc$ centers are selected by randomly picking feature vectors from the database.
2. For each feature vector in the database, the similarity measure between the feature vector and the cluster centers are computed, and the vector is assigned to the cluster in which it exhibits the largest similarity measure. As such, each feature vector is assigned to the cluster with the closest centroid.
3. New cluster centers are computed as the centroids of the clusters.
4. Steps 2 and 3 are repeated until no further change is observed in the cluster centers.
The purpose of the clustering process is to group tile images with similar color and texture features while separating dissimilar tile images.

The tile images of the database are clustered into six classes (clusters) based on their features using $k$-means clustering algorithm. To obtain the closest tile image to a given image block, the image block is first classified to a proper class using $k$-means clustering algorithm, and then, the closer tile image is chosen from that class using Equation 15 \cite{41,42} of the Manhattan distance:

$$D_{MH}[j] = \sum_{i=1}^{N}|F_b[i] - F_{Tic}[i][j]|$$

where $D_{MH}[j]$ is the distance between a feature vector of an image block $F_b$ and a feature vector of tile image $j$ in a proper class $F_{Tic}$, and $N$ represents the length of the feature vector.

Figure (2) illustrates the main steps in finding the closest tile image to an image block using $k$-means clustering algorithm and Manhattan distance.

**Fig. (2) Finding the closer tile image to an image block using K-means clustering algorithm and Manhattan distance**

### 5.2.4 Back Propagation Neural Network with Manhattan Approach

BPNN consists of an input layer, one or more hidden layers, and an output layer. Connections among layers are typically formed by connecting each of the nodes in a given layer to all the neurons in the next layer \cite{53}. In the training phase of BPNN, weight values are initialized with random values. The feature vectors of all tile images are set as input to BPNN, whereas the desired targets, which represent the classes of tile images, are set as output to BPNN. The obtained output value is compared with the desired output, followed by an error measurement and weight adjustment until the acceptable desired output for each feature vector is attained. To get the closest tile image to a given image block, an image block is classified to determine its proper class throughout the using phase of the
trained BPNN. Then, the closest tile image from that proper class is derived using Manhattan distance Equation 15.

The architecture of the used BPNN consists of one input layer, one hidden layer, and one output layer. Nine neurons are found in the input layer, each one representing a feature of a feature vector; six neurons are located in the hidden layer; and one neuron is found in the output layer, which equals to one when the input feature vector belongs to class 1; two when the feature vector belongs to class 2; and so on, up to six, when the input feature vector belongs to class 6. Furthermore, hidden layer neurons are estimated using the hyperbolic tangent sigmoid transfer function, whereas the output layer neuron is estimated using the linear transfer function. The training algorithm used is gradient descent with momentum back propagation. The learning rate used is equal to 0.2 and the momentum constant used is equal to 0.8. Finally, the input and output data set of this study were normalized according to [54]. Figure (3) shows the proposed image retrieval algorithm based on BPNN with Manhattan distance.

Fig. (3) Finding the closer tile image to an image block using BPNN and Manhattan distance
5.2.5 Hybrid Fuzzy Logic with Elman Neural Network Approach

Two aspects are important in a fuzzy system: (1) generating the best rule set and (2) tuning the membership functions. These aspects should properly relate the independent and dependent variables [55].

The greatest advantage of using fuzzy logic is that it allows scientists to model non-linear, imprecise, and complex systems by transposing human experience, knowledge, and practice to inference (or fuzzy) rules that use linguistic (or fuzzy) variables [56][57]. A fuzzy set is a set in which the elements have degrees of membership. An element of a fuzzy set can be a full member (100% membership) or a partial member (between 0% and 100% membership). That is, the membership value assigned to an element is no longer restricted to only two values, but can be 0, 1, or any value in between. Mathematical function, which defines the degree of membership of an element in a fuzzy set, is called membership function [58]. A fuzzy system consists of a fuzzy variable described by its name tag, a set of fuzzy values, and the membership functions of these values. The membership functions assign a membership value to a given real value within a particular predefined range. Three basic operations, namely, “and,” “or,” and “not,” are used to combine different fuzzy variables to produce fuzzy logic expressions (rules) [59]. The fuzzy logic system involves three steps [56][57], that is, obtaining crisp results by:
1. Clearly specifying a set of fuzzy linguistic variables for the input or output system variables that describe it;
2. Defining a set of fuzzy inference rules between input and output fuzzy variables; and
3. Defining a membership function for each fuzzy variable.

Furthermore, a fuzzy logic system includes fuzzyfication and defuzzyfication processes. Fuzzification refers to the process of assigning numerical or crisp values to attributes with the help of membership functions. By contrast, defuzzyfication refers to the process of combining the degree of memberships of output variables to determine a numerical, crisp output value [60].

Fig.(4) A simple Elman recurrent neural network [45]
An Elman RNN [45] is a network which, in principle, is set up as a regular feed-forward network. As such, all neurons in one layer are connected with all neurons in the next layer with the exception of the context layer, which is a special case of hidden layer [61]. In general, the Elman RNN has three layer types: an input layer, a hidden layer, and an output layer. In addition, it also has special units called context units which save previous output values of hidden layer neurons [62]. The neurons in the context layer (context neurons) have a copy of the output of the hidden neurons. The output of each hidden neuron is copied into a specific neuron in the context layer. The value of the context neuron is used as an extra input signal for all neurons in the hidden layer one time step after [61]. The processing result in a previous time step can be used at the current time step [63]. Context unit values are then fed back fully connected, to hidden layer neurons. Thus, they serve as additional inputs to the network when output layer values are not fed back to the network [62]. Figure (4) shows a simple recurrent network in which activations are copied from a hidden layer to a context layer on a one-on-one basis, with a fixed weight of 1.0. The dotted lines represent trainable connections [45].

In this type of neural network, the weights from the hidden layer to the context layer are set to one and fixed because the values of the context neurons have to be copied exactly. Furthermore, initial output weights of the context neurons are equal to half of the output range of the other neurons in the network [61]. Through this research, we propose a hybrid system for photo-mosaic generation, which is a combination of fuzzy logic and Elman neural network. Fuzzy logic is used to determine a proper class for a given feature vector (image block), whereas Elman neural network determines the closest tile image to the image block, as shown in Figure(5).
The database of feature vectors is classified into six classes, depending on their visual features (subjective features). For example, class one includes feature vectors of the airplane images. Four features (VARriance, KURtosis, COArseness, and PR2 percentage of edge pixels) are used to define the rules of the proposed photo-mosaic generator. The summary of the defined rules used in the fuzzy logic system is summarized in Table (1).

**Table (1) Fuzzy Rule Definitions**

<table>
<thead>
<tr>
<th>Rule No.</th>
<th>Rule Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>If (VAR is IL) and (KUR is IH) then (ClassNo is C1)</td>
</tr>
<tr>
<td>2</td>
<td>If (VAR is L) and (COA is H) and (PR2 is M) then (ClassNo is C1)</td>
</tr>
<tr>
<td>3</td>
<td>If (VAR is IH) and (KUR is L) and (PR2 is M) then (ClassNo is C2)</td>
</tr>
<tr>
<td>4</td>
<td>If (VAR is H) and (COA is M) then (ClassNo is C2)</td>
</tr>
<tr>
<td>5</td>
<td>If (VAR is IL) and (KUR is IL) and (COA is L) then (ClassNo is C3)</td>
</tr>
<tr>
<td>6</td>
<td>If (VAR is IH) and (KUR is IL) and (PR2 is L) then (ClassNo is C3)</td>
</tr>
<tr>
<td>7</td>
<td>If (VAR is VH) and (KUR is L) and (PR2 is L) then (ClassNo is C4)</td>
</tr>
<tr>
<td>8</td>
<td>If (VAR is H) and (COA is M) and (PR2 is L) then (ClassNo is C4)</td>
</tr>
<tr>
<td>9</td>
<td>If (VAR is VL) and (KUR is H) and (PR2 is M) then (ClassNo is C5)</td>
</tr>
<tr>
<td>10</td>
<td>If (VAR is IL) and (KUR is H) and (COA is M) then (ClassNo is C5)</td>
</tr>
<tr>
<td>11</td>
<td>If (VAR is L) and (KUR is H) and (PR2 is H) then (ClassNo is C6)</td>
</tr>
<tr>
<td>12</td>
<td>If (VAR is VL) and (COA is L) and (PR2 is H) then (ClassNo is C6)</td>
</tr>
</tbody>
</table>

M → Medium, L → Low, VL → Very Low, IL → Intermediate Low, H → High, VH → Very High and IH → Intermediate High
The decision of selecting a closer tile image to an image block can be mapped into a three-layer Elman neural network. The input layer contains seven nodes which represent class number and values of six features (variance, kurtosis, coarseness, contrast, directionality, and percentage of edge pixels) of tile images that belong to a predetermined class. By contrast, the hidden layer contains six nodes, and the output layer contains a single node representing tile image number. The transfer function used is the hyperbolic tangent sigmoid. The Elman network was trained by gradient descent back-propagation with an adaptive learning rate. Furthermore, the learning rate used is equal to 0.8 and the momentum constant used is equal to 0.4. Finally, the input and output data set of Elman neural network were normalized according to [54].

6. Color Correction
After the tile images have been positioned in a particular arrangement based on color and texture features, the next task is to match the color (brightness, in case of gray-scale images) of the tile image to the color of the corresponding image block. The process of adjusting the colors of a tile image to match the colors of a corresponding image block is called color correction. Two algorithms are used for color correction. The first is inspired from [7], which is based on finding the average between the red, green, and blue colors of the image block and the red, green, and blue colors of the corresponding tile image. The second algorithm is inspired by histogram specification [64]. The algorithm of histogram equalization [65] is extended to histogram specification which can be used in the color-correction process. The color-correction process produces a new version of the tile image which has the same histogram as its corresponding image block. Given tile image \( T \) and image block \( B \), if \( H_T \) and \( H_B \) are the equalizing transformations, then \( H_B^{-1} \circ H_T(T) \) will be a new version of \( T \) with the same histogram as \( B \) [66].

7. Results
We propose three approaches for producing photo mosaics: (1) \( k \)-means clustering with Manhattan distance, (2) BPNN with Manhattan distance, and (3) hybrid fuzzy logic with Elman neural network.

Three input images (Lena, Monaliza, and Mandrill) and three different scales of tile images: \( 16 \times 16 \), \( 32 \times 32 \), and \( 64 \times 64 \) pixels are used to test the proposed approaches for generating photo mosaics. Figure (6) shows the zoomed-in view of an example of a mosaic image produced via hybrid fuzzy logic and Elman neural network.

The algorithms of the three approaches are implemented using MATLAB 2009a; and all experiments are carried out on an Intel(R) Core
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The obtained photo mosaics of the Lena image based on the $k$-means clustering with Manhattan distance approach using the three scales of the tile images are shown in Figures (7b, c, d, e, f, and g). Figure (7a) is the input image (container image). Figures (7b) and (7c) are obtained using 64 $\times$ 64-scale tile images, and color correction based on mean and histogram specification, respectively. Figures (7d) and (7e) are obtained using 32 $\times$ 32-scale tile images, and color correction based on mean and histogram specification, respectively. Finally, Figures (7f) and (7g) are obtained using 16 $\times$ 16-scale tile images, and color correction based on mean and histogram specification, respectively.

Figure (6) Zooming view of produced photo-mosaics using hybrid fuzzy logic & Elman NN
Figures (8 b, c, d, e, f, and g) show the generated photo mosaics of the Lena image based on the BPNN with Manhattan distance approach using the three scales of tile images. The description for each figure is the same as that in the $k$-means clustering with Manhattan distance approach.
Finally, the produced photo mosaics of the Lena image based on the hybrid fuzzy logic with Elman neural network approach using the three scales of the tile images are shown in Figures (9b, c, d, e, f, and g). The description for each figure is the same as that in the $k$-means clustering with Manhattan distance approach.

Figure (8) The generated photo-mosaics of Lena image based on BPNN & Manhattan distance approach using the three scales of tile images
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The 16 × 16 scale of the tile images produced the best photo mosaics; therefore, we used this scale to test the three proposed approaches using the other two testing images (Monaliza and Mandrill).

Figures (10b, c, d, e, f, and g) show the produced photo mosaics of the Monaliza image based on k-means clustering with Manhattan distance, BPNN with Manhattan distance, and hybrid fuzzy logic with Elman neural network using 16 × 16-scale tile images, respectively. Photo mosaics shown in Figures (10c, e, and g) are produced via color correction based on mean, whereas those shown in Figures (10b, d, and f) are generated through color correction based on histogram specification.

Figure (9) The generated photo-mosaics of Lena image based on Hybrid Fuzzy Logic and Elman NN approach using the three scales of tile images
The obtained photo mosaics of the Mandrill image based on $k$-means clustering with Manhattan distance, BPNN with Manhattan distance, and hybrid fuzzy logic with Elman neural network using $16 \times 16$-scale tile images are shown in Figures (11b, c, d, e, f, and g), respectively. The description for each figure is the same as those in Figures (10b, c, d, e, f, and g), respectively.
Color correction based on histogram specification produced photo mosaics with colors more similar to the input images compared with photo mosaics obtained using mean-based color correction. Therefore, the histograms of the Lena image and the obtained Lena photo mosaics based on the three approaches using $16 \times 16$-scale tile images and color correction based on histogram specification are shown in Figure (12). Figure (13) shows the histograms of the Monaliza image and the produced Monaliza photo mosaics based on the three approaches using $16 \times 16$-scale tile images and color correction based on histogram specification.
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Figure (12) The histograms Lena image and the obtained Lena photo-mosaics
Generating Mosaic Images Based On Texture Analysis

Figure (13) The histograms Monaliza image and the obtained Monaliza photo-mosaics

Finally, the histograms of the Mandrill image and the generated Mandrill photo mosaics based on the three approaches using $16 \times 16$-scale
tile images and color correction based on histogram specification are shown in Figure (14).

Figure (14) The histograms Mandrill image and the obtained Mandrill photo-mosaics

Average time results shown in Table (2) present the average total time to produce the three photo mosaics based on the three approaches using $16 \times 16$-scale tile images.
Generating Mosaic Images Based On Texture Analysis

Table (2) Average total time of produced photo-mosaics using 16 X 16 scale tile images

<table>
<thead>
<tr>
<th>Color Correction</th>
<th>1st approach</th>
<th>2nd approach</th>
<th>3rd approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>20.66 sec</td>
<td>83.33 sec</td>
<td>10.0 sec</td>
</tr>
<tr>
<td>Histogram Specification</td>
<td>53.0 sec</td>
<td>113.66 sec</td>
<td>42.33 sec</td>
</tr>
</tbody>
</table>

The average correlations between the container images and the corresponding photo mosaics for the three approaches using 16 × 16-scale tile images are illustrated in Table (3).

Table (3) Average total correlation between the origin images and produced photo-mosaics using 16 X 16 scale tile images

<table>
<thead>
<tr>
<th>Color Correction</th>
<th>1st approach</th>
<th>2nd approach</th>
<th>3rd approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.81</td>
<td>0.80</td>
<td>0.82</td>
</tr>
<tr>
<td>Histogram Specification</td>
<td>0.84</td>
<td>0.83</td>
<td>0.86</td>
</tr>
</tbody>
</table>

The histograms shown in Figures (12), (13), and (14) provide visual representations of the correlation rates between the origin images and the obtained photo mosaics. In other words, the values of the average total correlation illustrated in Table (3) are comparable to the histograms shown in Figures (12), (13), and (14).

Figure (15) shows the average total time and total correlation of the three approaches using the three test images, 16 × 16-scale tile images, and mean-based color correction. Figure (16) presents the same details using histogram specification-based color correction.
8. Discussion

Experimental results show that the hybrid fuzzy logic with Elman neural network approach exhibits the best performance evaluation over $k$-means clustering with Manhattan distance and BPNN with Manhattan distance approaches. The average time required to produce a photo mosaic of $16 \times 16$-scale tile images is 10.0 seconds and 42.33 seconds using mean-based color correction and histogram specification-based color correction, respectively. Moreover, the average total correlation between the origin images and the produced photo-mosaics of $16 \times 16$-scale tile images is 0.82 and 0.86 using mean-based color correction and histogram specification-based color correction, respectively. Furthermore, the histograms illustrated in Figures (12, 13 and 14) show the visual correlation between the origin image and the produced photo mosaics of $16 \times 16$-scale tile images.

The photo-mosaic generator is more commercial in nature, therefore only a few publications about it are available. A total time required among different photo mosaic generations are summarized in Table (4). The total mean time of the fast photo-mosaic generator proposed in [16] is 19.058 seconds for an origin image measuring $800 \times 600$ pixels without a color-correction step. In comparison, the total mean time of the artificial-mosaic generator proposed in [11] is 14.091 seconds for an origin image measuring $800 \times 600$ pixels without a color-correction step. The total time of the puzzle image-mosaic generator proposed in [5] is 267.131 seconds for an origin image measuring $600 \times 600$ pixels.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Image size</th>
<th>Color Correction</th>
<th>Required time</th>
</tr>
</thead>
<tbody>
<tr>
<td>[16]</td>
<td>800 X 600</td>
<td>Without</td>
<td>19.058 seconds</td>
</tr>
<tr>
<td>[5]</td>
<td>600 X 600</td>
<td>Without</td>
<td>267.131 seconds</td>
</tr>
<tr>
<td>Proposed 3rd</td>
<td>640 X 640</td>
<td>Mean based</td>
<td>10.0 seconds</td>
</tr>
<tr>
<td>Proposed 3rd</td>
<td>640 X 640</td>
<td>Histogram spec.</td>
<td>42.33 seconds</td>
</tr>
</tbody>
</table>

The resulting high correlation of the hybrid fuzzy logic with Elman neural network approach using $16 \times 16$-scale tile images and histogram
specification-based color correction is comparable to those of existing commercial photo-mosaic generators.

9. Conclusions

In this research, three different approaches to produce photo-mosaics are presented: (1) $k$-means clustering with Manhattan distance, (2) BPNN with Manhattan distance, and (3) hybrid fuzzy logic with Elman neural network. These approaches use three types of features to find the corresponding tile image of an image block. The first group of features includes statistical features extracted from a 64-gray-level quantized histogram. These features are variance, mean, skewness, kurtosis, and energy. The second group of features includes Tamura features such as coarseness, contrast, and directionality. The last feature is edge rate, which is computed as the percentage of edge pixels within an image detected using a Canny filter.

Timing results (Table (2)) show that the third is the fastest among the three approaches, needing only 10.0 s and 42.33 s to produce a photo mosaic using mean- and histogram specification-based color correction, respectively. Correlation rate results (Table (3)) demonstrate the soundness of the third approach, which achieves good visual impact. The third approach provides the highest correlation rates between the input image and the produced photo mosaic, which are 0.82 and 0.86 when using mean- and histogram specification-based color correction, respectively.

10. Future works

This research suggests a number of directions for further studies. The photo-mosaic framework can be expanded to three-dimensional (3-D) mosaic, wherein the input and the tile images can be 3-D to fill out the surface of the input. The framework can also be expanded to produce other kinds of photo mosaics, such as ancient mosaics. Moreover, extracting shape-based features to select tile images that best match an image block can also be explored.
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